The Global Packing Number for an Optical Network

ARTICLE · SEPTEMBER 2015
Source: arXiv

READS
17

4 AUTHORS:

Yuan-Hsun Lo
Xiamen University
20 PUBLICATIONS  18 CITATIONS

Yijin Zhang
Nanjing University of Science and Technology
16 PUBLICATIONS  32 CITATIONS

Wing Shing Wong
The Chinese University of Hong Kong
158 PUBLICATIONS  2,691 CITATIONS

Hung-Lin Fu
National Chiao Tung University
183 PUBLICATIONS  808 CITATIONS

All in-text references underlined in blue are linked to publications on ResearchGate, letting you access and read them immediately.

Available from: Yuan-Hsun Lo
Retrieved on: 07 January 2016
The Global Packing Number for an Optical Network

Yuan-Hsun Lo, Yijin Zhang, Member, IEEE, Wing Shing Wong, Fellow, IEEE
and Hung-Lin Fu, Member, IEEE

Abstract

The global packing number problem arises from the investigation of optimal wavelength allocation in an optical network that employs Wavelength Division Multiplexing (WDM). Consider an optical network that is represented by a connected, simple graph $G$. We assume all communication channels are bidirectional, so that all links and paths are undirected. It follows that there are $\binom{|G|}{2}$ distinct node pairs associated with $G$, where $|G|$ is the number of nodes in $G$. A path system $\mathcal{P}$ of $G$ consists of $\binom{|G|}{2}$ paths, one path to connect each of the node pairs. The global packing number of a path system $\mathcal{P}$, denoted by $\Phi(G, \mathcal{P})$, is the minimum integer $k$ to guarantee the existence of a mapping $\omega: \mathcal{P} \rightarrow \{1, 2, \ldots, k\}$, such that $\omega(P) \neq \omega(P')$ if $P$ and $P'$ have common edge(s). The global packing number of $G$, denoted by $\Phi(G)$, is defined to be the minimum $\Phi(G, \mathcal{P})$ among all possible path systems $\mathcal{P}$. If there is no wavelength conversion along any optical transmission path for any node pair in the network, the global packing number signifies the minimum number of wavelengths required to support simultaneous communication for all pairs in the network.
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In this paper, the focus is on ring networks, so that $G$ is a cycle. Explicit formulas for the global packing number of a cycle is derived. The investigation is further extended to chain networks. A path system, $\mathcal{P}$, that enjoys $\Phi(G, \mathcal{P}) = \Phi(G)$ is called ideal. A characterization of ideal path systems is also presented. We also describe an efficient heuristic algorithm to assign wavelengths that can be applied to a general network with more complicated traffic load.

**Index Terms**
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**I. INTRODUCTION**

This paper investigates a class of resource allocation problem that deals with the computation of the global packing number of a communication network. This is an index that characterizes the number of wavelengths required to support a uniformly loaded optical network that employs Wavelength Division Multiplexing (WDM). The global packing number problem is therefore well motivated by engineering application.

Let a graph, $G$, represent a communication network so that the link between any two nodes represents a bidirectional communication channel. For simplicity, we assume a uniform traffic model for which the traffic load between any node pair is identical. A classical problem of path routing deals with the question of finding the shortest path between any node pair. On the other hand, some networking problems deal with the issue of distributing the routed traffic evenly over the network. If the links have identical traffic capacity, $\mathcal{C}$, one formulation of this latter class of questions is to find routing paths that they can all be supported simultaneously by the minimum $\mathcal{C}$.

In an optic network, links between nodes are implemented by optical fibers that carry optic carrier signals. The WDM technology [4], [5], [7], [8] allows carrier signals of different wavelengths be mixed together for simultaneous transmission over the optic fibers. In the basic implementation architecture, the wavelength of a carrier signal is kept constant as it passes over the network nodes. Hence, one can envision the end-to-end transmission from a source to a destination node as implemented over a reserved lightpath. Different simultaneous transmissions that go through a given optical fiber link must use different wavelengths. Hence, there is a
basic question of computing the number of wavelengths required in a WDM network in order to support a given traffic model. This defines the global packing number problem for $G$ if we assume the traffic load is simply one request for each distinct node pair.

To facilitate subsequent discussion, we state the following notation and basic results.

A. Notation

Let $G$ be a connected simple graph. For any two nodes, $a, b \in V(G)$, one can assign a particular path to connect $a$ and $b$ and denote it by $P_{\{a, b\}}$. Note that $P_{\{a, b\}}$ is sometimes set to be one of the shortest paths that connects $a$ with $b$. Let

$$\mathcal{P} := \{P_{\{a, b\}} : a, b \in V(G)\}$$

denote a set of assigned paths, one for each distinct node pair. We say $\mathcal{P}$ is a path system of $G$. Obviously, $|\mathcal{P}| = \binom{|G|}{2}$, where $|G|$ is the number of nodes in $G$. Let $\mathcal{P}_G$ denote the collection of all path systems of $G$. A path system is called a shortest path system if every path is a shortest path connecting the two corresponding nodes.

Given a path system $\mathcal{P} \in \mathcal{P}_G$ of $G$. A global packing of $(G, \mathcal{P})$ is a mapping $\omega$ from $\mathcal{P}$ to the set $\{1, 2, \ldots, k\}$, for some $k$, such that for any two paths $P, P' \in \mathcal{P}$, $\omega(P) \neq \omega(P')$ provided that $P$ and $P'$ have one or more than one edge in common. Each element in the image $\{1, 2, \ldots, k\}$ is called a wavelength, named for its application to optical networks. The global packing number of $(G, \mathcal{P})$, denoted by $\Phi(G, \mathcal{P})$, is the minimum integer $k$ to guarantee the existence of a global packing. The global packing number of $G$, denoted by $\Phi(G)$, is defined to be the smallest global packing number of $(G, \mathcal{P})$ among all path systems $\mathcal{P} \in \mathcal{P}_G$; i.e.,

$$\Phi(G) := \min_{\mathcal{P} \in \mathcal{P}_G} \Phi(G, \mathcal{P}).$$

A path system $\mathcal{P}$ with $\Phi(G, \mathcal{P}) = \Phi(G)$ is said to be ideal. An ideal shortest path system is said to be perfect.

Consider a path system $\mathcal{P} \in \mathcal{P}_G$. In graph coloring model, let $\mathcal{H}$ be the graph such that $V(\mathcal{H}) = \mathcal{P}$, and $P$ is adjacent to $P'$ in $\mathcal{H}$ if and only if $P$ and $P'$ have the same edge(s) in common in $G$. Then $\Phi(G, \mathcal{P}) = \chi(\mathcal{H})$, the chromatic number of $\mathcal{H}$.

All terminology and notation on graph theory used throughout this paper can be referred to the textbook [9].
B. Bounds derived from basic principles

Let \( |G| \) denote the number of edges in the graph \( G \). A \( G \)-packing is a collection of mutually edge-disjoint subgraphs of \( G \). A \( G \)-packing is \textit{full} if it contains \( |G| \) edges. Let \( \mathcal{P} = \{P_1, P_2, \ldots, P_m\} \) be a path system of \( G \), where \( m = \binom{|G|}{2} \), and \( \omega \) be a global packing of \( (G, \mathcal{P}) \). Then, for each \( i \), the preimage of \( i \) under \( \omega \), \( \omega^{-1}(i) \), forms a \( G \)-packing. Since a \( G \)-packing consists of at most \( |G| \) edges, a natural lower bound of \( \Phi(G, \mathcal{P}) \) is given as follows.

**Proposition 1.** Let \( \mathcal{P} \in \mathfrak{P}_G \) be a path system of \( G \). Then,

\[
\Phi(G, \mathcal{P}) \geq \left\lceil \frac{\sum_{P \in \mathcal{P}} |P|}{|G|} \right\rceil.
\]

On the other hand, assume that \( \mathcal{P} \) can be partitioned into \( k \) subsets, \( S_1, \ldots, S_k \), each of which forms a \( G \)-packing. One can define a global packing by \( \omega := P \mapsto i \) if \( P \in S_i \) for all \( i \). It follows that \( \Phi(G, \mathcal{P}) \leq k \).

**Proposition 2.** Let \( \mathcal{P} \in \mathfrak{P}_G \) be a path system of \( G \). If \( \mathcal{P} \) can be partitioned into \( k \) subsets such that each subset forms a \( G \)-packing, then

\[
\Phi(G) \leq \Phi(G, \mathcal{P}) \leq k.
\]

In this paper, the focus is on ring networks, so that \( G \) is a cycle. In spite of its simplicity, the ring topology is of fundamental interest in the study of optical networks [2], [3], [6]. Let \( C_n \) denote a cycle of \( n \) nodes. For the sake of convenience, in this paper we assume the nodes of \( C_n \) are labelled clockwise by non-negative integers \( 0, 1, \ldots, n-1 \), and \( \langle a, b \rangle \) denotes the path consists of edges \( \{a, a+1\}, \{a+1, a+2\}, \ldots, \{b-1, b\} \mod n \). Note that \( \langle a, b \rangle = \{a, b\} \) if \( b = a + 1 \).

The rest of this paper is organized as follows. In Section II we compute the exact value of \( \Phi(C_n) \) for the case \( n \) is even by means of Proposition 1 and Proposition 2. As for odd \( n \) cases, the exact value of \( \Phi(C_n) \) is given in Section III, where the derivation is based on a greedy construction, which we refer to as \textit{Intelligent Packing algorithm}. The corresponding ideal path systems of \( C_n \) are characterized as well. In Section IV we extend the Intelligent Packing algorithm to a general version, referred to as the \textit{Length First Packing algorithm}, which is applicable to general connected graphs. To demonstrate the effectiveness of the Length First Packing algorithm we apply it to chain networks and show that they can achieve the global
packing number value. We also apply it to ring networks with more complicated traffic load and compare its performance against a random algorithm. Finally, concluding remarks are given in Section V.

II. GLOBAL PACKING NUMBERS OF EVEN CYCLES

To derive a lower bound of $\Phi(C_{2n})$, by Proposition 1, it is natural to consider the shortest path system. Fix two nodes $a, b$ in a cycle $C_{2n}$. If the distance of $a$ and $b$ is less than $n$, there is only one shortest path that connects them; however, if the distance is equal to $n$ (i.e., $a$ and $b$ are on opposite side), there are two choices of shortest paths.

Lemma 3. For any integer $n \geq 1$,

$$\Phi(C_{2n}) \geq \left(\frac{n}{2}\right) + \left\lfloor \frac{n}{2} \right\rfloor + 1.$$

Proof: Let $P$ be a shortest path system of $C_{2n}$. Since

$$\sum_{P \in P} ||P|| \leq \sum_{P \in P'} ||P||$$

for any path system $P' \in \mathcal{P}_{C_{2n}}$ with $P' \neq P$, we have $\Phi(C_{2n}, P') \geq \Phi(C_{2n}, P)$. Observe that there are exactly $n$ paths of length $n$ and $2n$ paths of length $i$, for each $i = 1, 2, \ldots, n - 1$. By Proposition 1,

$$\Phi(C_{2n}) = \min_{P' \in \mathcal{P}_{C_{2n}}} \Phi(G, P') \geq \Phi(C_{2n}, P) \geq \left\lceil \frac{n \cdot n + \sum_{i=1}^{n-1} 2ni}{2n} \right\rceil = \left(\frac{n}{2}\right) + \left\lfloor \frac{n}{2} \right\rfloor.$$

(1)

Hence it follows that $\Phi(C_{2n}) \geq \left(\frac{n}{2}\right) + \left\lfloor \frac{n}{2} \right\rfloor + 1$ when $n$ is odd. In what follows, we consider the case $n$ is even.

Let $P^*$ be one of the ideal path systems of $C_{2n}$. There are two cases: $P^*$ is or is not a shortest path system. If $P^*$ is not a shortest path system, by the same argument in (1), $\Phi(C_{2n}, P^*)$ must be larger than $\left(\frac{n}{2}\right) + \frac{n}{2}$, and then we are done. If $P^*$ is a shortest path system, we now claim $\Phi(C_{2n}, P^*) \geq \left(\frac{n}{2}\right) + \frac{n}{2} + 1$. Suppose not, i.e., $\Phi(C_{2n}, P^*) \leq \left(\frac{n}{2}\right) + \frac{n}{2}$. By (1), it must be $\Phi(C_{2n}, P^*) = \left(\frac{n}{2}\right) + \frac{n}{2}$. Fix an edge $e$, and consider the number of paths of length less than $n$ which contain $e$. Then there are $\left(\frac{n}{2}\right)$ paths: one of length 1, two of length 2, \ldots, and $n - 1$ of length $n - 1$. Since all of them contain $e$, they have to be assigned distinct wavelengths. That
is, \(\Phi(C_{2n}, \mathcal{P}^*) \geq \binom{n}{2} + x\), where \(x\) is the number of paths of length \(n\) which contain \(e\). Note that this fact is true for all distinct edges. Let \(\mathcal{C}\) be the collection of \(n\) paths of length \(n\) in \(\mathcal{P}^*\). Now, it suffices to prove that there exists an edge which occurs in \(\mathcal{C}\), at least \(n^2 + 1\) times.

![Fig. 1. The \(m\) paths of length \(n\) which contain \(e\).](image)

Suppose the assertion is not true. Since there are \(2n\) edges in \(C_{2n}\), each edge occurs in \(\mathcal{C}\) exactly \(\frac{n}{2}\) times. Denote \(m = \frac{n}{2}\) and let \(e\) be an edge which occurs in paths \(\langle a_1, b_1 \rangle, \langle a_2, b_2 \rangle, \ldots, \langle a_m, b_m \rangle\). For convenience, let \(a_m < \cdots < a_2 < a_1\) and \(b_m < \cdots < b_2 < b_1\), in which \(a < b\) denotes that \(a\) is ahead of \(b\) counterclockwise, as illustrated in Fig. 1. Hence \(e \subseteq \langle a_1, b_m \rangle\), and all the edges in \(\langle a_1, b_b \rangle\) occur \(m\) times as well. Consider the edge \(e' = \{a_1 - 1, a_1\}\) (note that \(a_1 - 1\) may be \(a_2\)). Clearly, in these \(m\) paths, \(e'\) only occurs \(m - 1\) times. Since \(a_1\) is one of the endpoints of \(\langle a_1, b_1 \rangle\), it can not be an endpoint of the other paths of length \(n\). This implies that either \(e'\) does not occur in the other paths of length \(n\) or if it occurs, some of the edges in \(\langle a_1, b_b \rangle\) will occur more than \(m\) times, a contradiction. For the first case, \(e'\) occurs exactly \(m - 1\) times among all paths of length \(n\), a contradiction. Hence we complete the proof. \(\blacksquare\)

Now, we will show that \(\Phi(C_{2n}) = \binom{n}{2} + \lfloor \frac{n}{2}\rfloor + 1\) by choosing some one particular shortest path system \(\mathcal{P}\). As an illustration, consider the following example.

**Example 1.** Let \(n = 9\) and \(\mathcal{P}\) be the shortest path system of \(C_{18}\) which contains the following 9 paths of length 9:

\[
\langle 0, 9 \rangle, \quad \langle 2, 11 \rangle, \quad \langle 4, 13 \rangle, \quad \langle 6, 15 \rangle, \quad \langle 8, 17 \rangle, \\
\langle 10, 1 \rangle, \quad \langle 12, 3 \rangle, \quad \langle 14, 5 \rangle, \quad \langle 16, 7 \rangle.
\]

Except for above 9 paths, in \(\mathcal{P}\) there are 18 paths of length \(i\), for each \(i = 1, 2, \ldots, 8\). By Proposition 2, we aim to partition these 153 paths into \(\binom{9}{2} + \lfloor \frac{9}{2}\rfloor + 1 = 41\) \(C_{18}\)-packings. First, partition the set \(\{1, 2, \ldots, 8\}\) into subsets \(\{1, 8\}, \{2, 7\}, \{3, 6\}\) and \(\{4, 5\}\), so that the sum of all elements of each subset is 9, a factor of 18. For each subset, we construct 9 full \(C_{18}\)-packings,
which consist of all paths with lengths belonging to the subset. For example, the 9 full $C_{18}$-packings produced from \{1, 8\} are listed below.

\[
B_0 : \langle 0, 1 \rangle \langle 1, 9 \rangle \langle 9, 10 \rangle \langle 10, 0 \rangle \\
B_1 : \langle 1, 2 \rangle \langle 2, 10 \rangle \langle 10, 11 \rangle \langle 11, 1 \rangle \\
B_2 : \langle 2, 3 \rangle \langle 3, 11 \rangle \langle 11, 12 \rangle \langle 12, 2 \rangle \\
B_3 : \langle 3, 4 \rangle \langle 4, 12 \rangle \langle 12, 13 \rangle \langle 13, 3 \rangle \\
B_4 : \langle 4, 5 \rangle \langle 5, 13 \rangle \langle 13, 14 \rangle \langle 14, 4 \rangle \\
B_5 : \langle 5, 6 \rangle \langle 6, 14 \rangle \langle 14, 15 \rangle \langle 15, 5 \rangle \\
B_6 : \langle 6, 7 \rangle \langle 7, 15 \rangle \langle 15, 16 \rangle \langle 16, 6 \rangle \\
B_7 : \langle 7, 8 \rangle \langle 8, 16 \rangle \langle 16, 17 \rangle \langle 17, 7 \rangle \\
B_8 : \langle 8, 9 \rangle \langle 9, 17 \rangle \langle 17, 0 \rangle \langle 0, 8 \rangle 
\]

These 9 full $C_{18}$-packings can be viewed as the results of cyclic rotation of the first one, $B_0$, called the base packing. More precisely, we first cover the edges of $C_{18}$ with two paths of length 1 and two paths of length 8 alternatively to form the base packing, and then rotate it to obtain the others. This ensures that there are no repeated paths among these rotations. Note that this construction works for the other three subsets: \{2, 7\}, \{3, 6\} and \{4, 5\}. We have a total of 36 full $C_{18}$-packings, which consist of all paths of length 1, 2, \ldots, 8.

Next, we shall replace some paths in the full $C_{18}$-packings produced from the subset \{1, 8\} with the paths of length 9. In $B_0$, \langle 0, 1 \rangle and \langle 1, 9 \rangle are replaced by \langle 0, 9 \rangle; in $B_1$, \langle 10, 11 \rangle and \langle 11, 1 \rangle are replaced by \langle 10, 1 \rangle; in $B_2$, \langle 2, 3 \rangle and \langle 3, 11 \rangle are replaced by \langle 2, 11 \rangle; in $B_3$, \langle 12, 13 \rangle and \langle 13, 3 \rangle are replaced by \langle 12, 3 \rangle; and so on. Following this procedure, in $B_8$, \langle 8, 9 \rangle and \langle 9, 17 \rangle are replaced by \langle 8, 17 \rangle. Finally, those 18 paths (9 of which are of length 1 and the others are of length 8) that are taken off will form 5 $C_{18}$-packings as below.

\[
D_0 : \langle 1, 9 \rangle \langle 10, 11 \rangle \langle 11, 1 \rangle \\
D_1 : \langle 3, 11 \rangle \langle 12, 13 \rangle \langle 13, 3 \rangle \\
D_2 : \langle 5, 13 \rangle \langle 14, 15 \rangle \langle 15, 5 \rangle \\
D_3 : \langle 7, 15 \rangle \langle 16, 17 \rangle \langle 17, 7 \rangle \\
D_4 : \langle 0, 1 \rangle \langle 2, 3 \rangle \langle 4, 5 \rangle \langle 6, 7 \rangle \langle 8, 9 \rangle \langle 9, 17 \rangle 
\]

Hence $\mathcal{P}$ is completely partitioned into $36 + 5 = 41$ $C_{18}$-packings, which achieves the bound of Lemma 3 for $n = 9$. For a general proof, we need the following.
**Lemma 4.** Let \( n \) be a positive integer, and let \( X = \{x_1, \ldots, x_k\} \) be a set of positive integers with \( x_i < \frac{n}{2} \) for all \( i \). If \( n = tm \) for some positive integer \( t \), where \( m = \sum_{i=1}^{k} x_i \), then the collection of all paths of lengths belonging to \( X \) on the cycle \( C_n \) can be partitioned into \( m \) full \( C_n \)-packings.

**Proof:** First, we construct a base \( C_n \)-packing by periodically putting a path of length \( x_1 \), a path of length \( x_2 \), \ldots, a path of length \( x_k \) one after another on \( C_n \) in clockwise direction. Since \( n = tm \), the base \( C_n \)-packing consists of \( t \) paths of length \( x_i \), for each \( i \), and then clearly is a full packing. Then, rotate this base \( C_n \)-packing step by step clockwise to produce the other \( m-1 \) full \( C_n \)-packings. Since any two paths of length \( x_i \), for each \( i \), are completely overlapped if and only if the base \( C_n \)-packing is rotated by \( m \) or a multiple of \( m \) steps, these \( m \) full \( C_n \)-packings have no repeated paths and thus form a partition of the set of all paths of lengths belonging to \( X \).

We are ready for the main result in this section.

**Theorem 5.** For any integer \( n \geq 1 \),

\[
\Phi(C_{2n}) = \left(\frac{n}{2}\right) + \left\lfloor \frac{n}{2} \right\rfloor + 1.
\]

**Proof:** By Lemma 3 and Proposition 2, it suffices to prove that there exists an ideal path system, \( \mathcal{P} \), of \( C_{2n} \) such that all paths of \( \mathcal{P} \) can be partitioned into \( \left(\frac{n}{2}\right) + \left\lfloor \frac{n}{2} \right\rfloor + 1 \) \( C_{2n} \)-packings. Let \( \mathcal{P} \) be the shortest path system of \( C_{2n} \) which contains paths \( \langle 0, n \rangle, \langle 2, n + 2 \rangle, \ldots, \langle 2n - 2, n - 2 \rangle \) if \( n \) is odd, or \( \langle 0, n \rangle, \langle 2, n + 2 \rangle, \ldots, \langle n - 2, 2n - 2 \rangle, \langle n + 1, 1 \rangle, \langle n + 3, 3 \rangle, \ldots, \langle 2n - 1, n - 1 \rangle \) otherwise.

Consider the case that \( n \) is odd. By Lemma 4 for \( 1 \leq i \leq \left\lfloor \frac{n}{2} \right\rfloor \), all paths with lengths belonging to \( \{i, n-i\} \) can be partitioned into \( n \) full \( C_{2n} \)-packings. Since \( n \left\lfloor \frac{n}{2} \right\rfloor = \left(\frac{n}{2}\right) \) in the case \( n \) is odd, the paths of length less than \( n \) will produce \( \left(\frac{n}{2}\right) \) full \( C_{2n} \)-packings. Now, consider the \( n \) full \( C_{2n} \)-packings associated with the path lengths 1 and \( n-1 \). For \( i = 0, 1, \ldots, n-1 \), denote by \( B_i \) the full \( C_{2n} \)-packing that contains the paths \( \langle i, i+1 \rangle, \langle i+1, i+n \rangle, \langle i+n, i+n+1 \rangle \) and \( \langle i+n+1, i \rangle \). For each \( i \), if \( i \) is even, replace the two paths \( \langle i, i+1 \rangle, \langle i+1, i+n \rangle \) of \( B_i \) with \( \langle i, i+n \rangle \); otherwise, replace the two paths \( \langle i+n, i+n+1 \rangle, \langle i+n+1, i \rangle \) of \( B_i \) with \( \langle i+n, i \rangle \). See Fig. 2 for an illustration. Let \( B_i' \) be the set of paths in \( B_i \) which are replaced by a path of length \( n \), for \( 0 \leq i \leq n-1 \). More precisely, \( B_i' = \{ \langle i, i+1 \rangle, \langle i+1, i+n \rangle \} \) if \( i \) is even, and
Assume that there are non-shortest paths in \( C \). We note here that ‘shortest’ is not a necessary condition for a path system to be ideal. In the case that \( n \) is odd, however, an ideal path system of \( C_{2n} \) must be perfect.

**Corollary 6.** Let \( n > 1 \) be an odd integer. If \( P \) is an ideal path system of \( C_{2n} \), then \( P \) is perfect.

**Proof:** Suppose \( P \) is a non-shortest path system of \( C_{2n} \) satisfying that \( \Phi(P, C_{2m}) = \Phi(P) \). Assume that there are \( t \) non-shortest paths in \( P \), and let \( P = P^{(1)} \uplus P_n \), where \( P_n \) denotes the collection of all paths of length \( n \) and \( \uplus \) refers to the disjoint union operation. Let \( P^{(0)} \) denote the set of shortest paths of length less than \( n \) in \( C_{2n} \). Then,

\[
P^{(0)} \implies P^{(1)} \implies P^{(2)} \implies \ldots \implies P^{(t)},
\]

Fig. 2. Replace some paths of \( B_i \) with a path of length \( n \).

\[B'_i = \{ \langle i + n, i + n + 1 \rangle, \langle i + n + 1, i \rangle \} \] otherwise. The paths in \( B := \bigcup_{i=0}^{n-1} B'_i \) are rearranged as follows. For \( i = 0, 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1 \), let

\[D_i = B_{2i} \cup B_{2i+1} \setminus \{ \langle 2i, 2i + 1 \rangle \}.
\]

And, let

\[D_{\left\lfloor \frac{n}{2} \right\rfloor} = \{ \langle 2i, 2i + 1 \rangle : i = 0, 1, \ldots, \left\lfloor \frac{n}{2} \right\rfloor - 1 \} \cup B_{n-1}.
\]

It is easy to see that \( D_0, D_1, \ldots, D_{\left\lfloor \frac{n}{2} \right\rfloor} \) form a partition of \( B \), and each of them is a \( C_{2n} \)-packing. Hence we ultimately partition \( P \) into \( \left( \begin{array}{c} n \\ 2 \end{array} \right) + \left\lceil \frac{n}{2} \right\rceil + 1 \) \( C_{2n} \)-packings.

The case \( n \) is even can be dealt with in a similar fashion. We omit the detail, and the proof is completed.

We note here that ‘shortest’ is not a necessary condition for a path system to be ideal. In \( C_4 \), the following path system, see Table I, is ideal but not shortest, for instance. The path marked by * indicates a non-shortest path.

In the case that \( n \) is odd, however, an ideal path systems of \( C_{2n} \) must be perfect.
TABLE I

<table>
<thead>
<tr>
<th>node pair</th>
<th>path system</th>
<th>receiving wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>{0, 1}</td>
<td>*(1, 0)</td>
<td>1</td>
</tr>
<tr>
<td>{0, 2}</td>
<td>(0, 2)</td>
<td>2</td>
</tr>
<tr>
<td>{0, 3}</td>
<td>(3, 0)</td>
<td>2</td>
</tr>
<tr>
<td>{1, 2}</td>
<td>(1, 2)</td>
<td>3</td>
</tr>
<tr>
<td>{1, 3}</td>
<td>(3, 1)</td>
<td>3</td>
</tr>
<tr>
<td>{2, 3}</td>
<td>(2, 3)</td>
<td>2</td>
</tr>
</tbody>
</table>

AN EXAMPLE THAT A NON-SHORTEST PATH SYSTEM IS IDEAL.

where $\rightsquigarrow$ is the operation that replaces some shortest path with its corresponding non-shortest path having the same endpoints.

Fix a pair of antipodal edges $e, e'$, and let $N_i(e)$ and $N_i(e')$ be the number of paths in $\mathcal{P}^{(i)}$ which contain $e$ and $e'$, respectively, for $i = 0, 1, \ldots, t$. By (1), it is obvious that $N_0(e) = N_0(e') = \binom{n}{2}$.

Let $P \in \mathcal{P}^{(i)} \setminus \mathcal{P}^{(i+1)}$ and $\hat{P} \in \mathcal{P}^{(i+1)} \setminus \mathcal{P}^{(i)}$ with the same endpoints, i.e., $P$ is a shortest path while $\hat{P}$ is not. Since $P$ contains at most one of $e$ and $e'$, there are two cases as follows.

If $P$ contains one of them, say $e$, then $N_{i+1}(e) = N_i(e) - 1$ and $N_{i+1}(e') = N_i(e') + 1$. If $P$ contains neither $e$ nor $e'$, then $N_{i+1}(e) = N_i(e) + 1$ and $N_{i+1}(e') = N_i(e') + 1$. This concludes that $N_i(e) + N_i(e') = 2\binom{n}{2} + 2x$, for some integer $x \geq 0$. Note that this fact is true for all distinct pairs of antipodal edges. Since $\mathcal{P}^{(t)}$ contains some non-shortest paths, by (1) there exists some pair of antipodal edges $e, e'$ such that $N_t(e) + N_t(e') \geq 2\binom{n}{2} + 2$. In addition, since either $e$ or $e'$ occurs on any paths in $\mathcal{P}_n$, one of $e$ and $e'$ is contained in at least $\binom{n}{2} + \lceil \frac{n}{2} \rceil + 1 = \binom{n}{2} + \lfloor \frac{n}{2} \rfloor + 2$ distinct paths in $\mathcal{P}^{(t)} \cup \mathcal{P}_n (= \mathcal{P})$. Hence the path system $\mathcal{P}$ needs at least $\binom{n}{2} + \lfloor \frac{n}{2} \rfloor + 2$ wavelengths, and thus is not an ideal path system due to Theorem 5. This completes the proof.

III. GLOBAL PACKING NUMBERS OF ODD CYCLES

In this section we deal with the global packing number of $C_{2n+1}$. Similar to Section II, we use shortest path systems to estimate the lower bound of $\Phi(C_{2n+1})$. Notice that in $C_{2n+1}$ the
shortest path between any two nodes is unique, that is,

\[ P_{\{a,b\}} = \begin{cases} 
\langle a, b \rangle, & \text{if } a - b > n \pmod{2n + 1}, \\
\langle b, a \rangle, & \text{if } a - b \leq n \pmod{2n + 1}.
\end{cases} \]

Hence there is no confusion on choosing the shortest path system.

**Lemma 7.** For any integer \( n \geq 1 \),

\[ \Phi(C_{2n+1}) \geq \left( \frac{n + 1}{2} \right). \]

**Proof:** Let \( \mathcal{P} \) be the shortest path system of \( C_{2n+1} \). In \( \mathcal{P} \) there are exactly \( 2n + 1 \) paths of length \( i \), for \( i = 1, 2, \ldots, n \). Since \( \sum_{P \in \mathcal{P}'} ||P|| \geq \sum_{P \in \mathcal{P}'} ||P|| \) for any path system \( \mathcal{P}' \in \mathcal{P}_{C_{2n+1}} \), by Proposition [1] we have

\[ \Phi(C_{2n+1}) = \min_{\mathcal{P}' \in \mathcal{P}_{C_{2n+1}}} \Phi(C_{2n+1}, \mathcal{P}') \geq \Phi(C_{2n+1}, \mathcal{P}) \geq \left\lceil \sum_{i=1}^{n} \frac{(2n + 1)i}{2n + 1} \right\rceil = \left( \frac{n + 1}{2} \right). \]

Now, we introduce an algorithm, named *Intelligent Packing (IP)*, to produce a global packing for the shortest path system of \( C_{2n+1} \). We use a \((2n + 1) \times (2n + 1)\) symmetric array, denoted by \( \text{GP} \), to represent the resulting global packing \( \omega \), i.e., \( \text{GP}(a,b) \) and \( \text{GP}(b,a) \) indicate the value \( \omega(P_{\{a,b\}}) \). The addition or subtraction herein is taken modulo \( 2n + 1 \).

The main idea of IP is to greedily assign the smallest free wavelength index to paths of \( \mathcal{P} \) in the descending order of the path length. For the paths with the same length, we arrange them in the order of their smaller endpoint labels. After all paths of lengths larger than or equal to \( \ell \) receiving their wavelength indices, denote by \( T_\ell \) the maximal visited wavelength index, and by \( L_\ell(k) \) the set of edges in which the wavelength indexed \( k \) is free, for \( 1 \leq k \leq T_\ell \). For the sake of convenience, elements of \( L_\ell(k) \), called *idle bands* on wavelength \( k \) after the \( \ell \)-path round, are represented as ordered pairs \( (s, t) \), indicating a series of adjacent edges \( \{s, s + 1\}, \{s + 1, s + 2\}, \ldots, \{t - 1, t\} \) \( \pmod{2n + 1} \), whenever they are all in \( L_\ell(k) \). As an illustration, consider the following example: \( n = 5 \).

**Example 2.** Let \( \mathcal{P} \) be the shortest path system of \( C_{11} \). In the first round \((\ell = 5)\) of the IP algorithm, the 11 paths of length 5 are arranged in the order: \( \langle 0, 5 \rangle, \langle 6, 0 \rangle, \langle 1, 6 \rangle, \langle 7, 1 \rangle, \langle 2, 7 \rangle,
Algorithm 1: Intelligent Packing (IP)

**input**: the shortest path system of $C_{2n+1}$

**output**: the maximal visited wavelength index, $total$

1. initialization: $total = 0$, $\ell = n$, and $GP(a,b) = 0$ for all pairs $(a,b)$;

2. while $\ell > 0$ do

3. for $i = 0, 1, 2, \ldots, 2n$ do

4. if $GP(i, i + \ell) = 0$ then

5. $GP(i, i + \ell), GP(i + \ell, i) \leftarrow$ the least available wavelength index;

6. end

7. if $GP(i, i - \ell) = 0$ then

8. $GP(i, i - \ell), GP(i - \ell, i) \leftarrow$ the least available wavelength index;

9. end

10. end

11. update $total$;

12. $\ell \leftarrow \ell - 1$;

13. end

14. return $total$;

$(8, 2), (3, 8), (9, 3), (4, 9), (10, 4)$ and $(5, 10)$. Then, paths $(0, 5)$ and $(6, 0)$ receive wavelength index 1, paths $(1, 6)$ and $(7, 1)$ receive wavelength index 2, …, path $(5, 10)$ receives wavelength index 6. Fig. 3(a) is a graphic representation of the wavelength assignment. In Fig. 3 the $x$- and $y$-axis respectively represent the node labels and wavelength indices, and an $1 \times \ell$ rectangle with bold boundary on the $k$-layer indicates that the corresponding path of length $\ell$ receives wavelength index $k$. In addition, the circled numbers represent the order of edges in receiving wavelength indices in each round. One can see that the maximal visited wavelength index $T_5 = 6$, and the corresponding idle bands $L_5(k) = \{(k+4, k+5)\}$, for $1 \leq k \leq 5$, and $L_5(6) = \{(10, 5)\}$.

In the second round ($\ell = 4$), the 11 paths of length 4 are arranged in the order: $(0, 4), (7, 0), (1, 5), (8, 1), (2, 6), (9, 2), (3, 7), (10, 3), (4, 8), (5, 9)$ and $(6, 10)$. Under the wavelength assignment of the paths of length 5, path $(0, 4)$ can receive wavelength index 6, path $(7, 0)$ can receive wavelength index 7, path $(1, 5)$ can receive wavelength index 7, and the others’...
wavelength indices are illustrated in Figure 3(b). After the first two rounds, one can see that $T_4 = 12$, and the corresponding idle bands are listed as follows.

- $\mathcal{L}_4(k) = \mathcal{L}_5(k)$, for $1 \leq k \leq 5$.
- $\mathcal{L}_4(6) = \{(4, 5), (10, 0)\}$.
- $\mathcal{L}_4(k) = \{(k + 4, k + 5), (k - 2, k)\}$ for $7 \leq k \leq 10$.
- $\mathcal{L}_4(k) = \{(k - 2, k + 5)\}$ for $11 \leq k \leq 12$.

The remaining three rounds ($\ell = 3, 2$ and 1) are shown in Figure 3(c) – (e). The maximal visited wavelength index is $15 = \binom{6}{2}$, attaining the bound proposed in Lemma 7. This implies $\Phi(C_{11}) = 15$. The resulting GP is listed in Table II.

The wavelength arrangement of the IP algorithm can be completely characterized in the following three lemmas.

**Lemma 8.** For $\left\lceil \frac{n}{2} \right\rceil + 1 \leq \ell \leq n$ we have
TABLE II

The global packing array produced from the IP algorithm for \( n = 5 \).

<table>
<thead>
<tr>
<th></th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>-</td>
<td>7</td>
<td>13</td>
<td>11</td>
<td>6</td>
<td>1</td>
<td>7</td>
<td>13</td>
<td>11</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>7</td>
<td>-</td>
<td>8</td>
<td>14</td>
<td>12</td>
<td>7</td>
<td>2</td>
<td>8</td>
<td>14</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>13</td>
<td>8</td>
<td>-</td>
<td>9</td>
<td>15</td>
<td>13</td>
<td>8</td>
<td>3</td>
<td>9</td>
<td>15</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>-</td>
<td>10</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>4</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>4</td>
<td>6</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>-</td>
<td>6</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>7</td>
<td>13</td>
<td>11</td>
<td>6</td>
<td>-</td>
<td>1</td>
<td>7</td>
<td>13</td>
<td>11</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>2</td>
<td>8</td>
<td>14</td>
<td>12</td>
<td>1</td>
<td>-</td>
<td>2</td>
<td>8</td>
<td>14</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>7</td>
<td>2</td>
<td>3</td>
<td>9</td>
<td>15</td>
<td>7</td>
<td>2</td>
<td>-</td>
<td>3</td>
<td>9</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>13</td>
<td>8</td>
<td>3</td>
<td>4</td>
<td>10</td>
<td>13</td>
<td>8</td>
<td>3</td>
<td>-</td>
<td>4</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>11</td>
<td>14</td>
<td>9</td>
<td>4</td>
<td>-</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>6</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>5</td>
<td>6</td>
<td>12</td>
<td>15</td>
<td>10</td>
<td>5</td>
<td>-</td>
</tr>
</tbody>
</table>

(a) \( \text{GP}(i, i + \ell) = \begin{cases} n(n - \ell) + i + 1 & \text{if } 0 \leq i \leq 2n - \ell, \\ n(n - \ell) + i - n & \text{if } 2n - \ell + 1 \leq i \leq 2n; \end{cases} \)

(b) \( T_\ell = (n + 1)(n - \ell + 1); \)

(c) \( L_\ell(n(n - \ell) + i + 1) = \begin{cases} \{(i - n + \ell, i), (\ell + i, n + i)\} & \text{if } 0 \leq i \leq n - \ell - 1, \\ \{(i - n + \ell, i), (\ell + i, n + i + 1)\} & \text{if } n - \ell \leq i \leq n - 1. \end{cases} \)

For \( \lceil \frac{n}{2} \rceil + 1 \leq \ell < n \) we have

(d) \( L_\ell(i) = L_{\ell+1}(i), \forall i = 1, 2, \ldots, n(n - \ell). \)

**Proof:** These statements are proved by induction on \( \ell \). When \( \ell = n \) (the first round), the paths of length \( n \) are considered in the order \( \langle 0, n \rangle, \langle n + 1, 0 \rangle, \langle 1, n + 1 \rangle, \langle n + 2, 1 \rangle, \ldots, \langle n - 1, 2n - 1 \rangle, \langle 2n, 0 \rangle \) and \( \langle n, 2n \rangle \). Following the greedy strategy, it is easy to see that \( \text{GP}(0, n) = \text{GP}(n + 1, 0) = 1, \text{GP}(1, n + 1) = \text{GP}(n + 2, 1) = 2, \ldots, \text{GP}(n - 1, 2n - 1) = \text{GP}(2n, n - 1) = n, \) and \( \text{GP}(n, 2n) = n + 1 \). Then we have \( T_n = n + 1 \). Observe that for each \( 1 \leq i \leq n \), the wavelength index \( i \) is used on \( 2n \) edges, in which the only exceptional edge is \( \{n + i - 1, n + i\} \), i.e., \( L_n(i) = \{n + i - 1, n + i\} \). Then (a), (b) and (c) hold for \( \ell = n \). Consider \( \ell = n - 1 \). Since \( L_n(i) = \{n + i - 1, n + i\} \) for \( 1 \leq i \leq n \), the wavelength indices \( 1, 2, \ldots, n \) can not be assigned to the paths of length \( n - 1 \). That is, the idle bands on wavelength less than or equal to \( n \) will not be changed after the \( (n - 1) \)-path round. Hence (d) holds for \( \ell = n - 1 \).
Assume (a), (b), (c) and (d) hold for \( \ell = k, k \geq \left\lfloor \frac{n}{2} \right\rfloor + 2 \). Consider \( \ell = k - 1 \). By induction hypotheses (c) and (d), the longest idle band on wavelength index from 1 to \( n(n - k + 1) \) after the \( k \)-path round is of length \( n - k + 1 \), which is smaller than \( \left\lfloor \frac{n}{2} \right\rfloor - 1 < k - 1 \). So, the paths of length \( (k - 1) \) can not be assigned the wavelengths with indices less than or equal to \( n(n - k + 1) \). This implies (d): \( L_{k-1}(i) = L_k(i), \forall i = 1, 2, \ldots, n(n - k + 1) \). In the wavelength assignment, the paths of length \( k - 1 \) are considered in the order: \( (0, k - 1), (2n - k + 2, 0), (1, k), (2n - k + 3, 1), \ldots, (k - 2, 2k - 3), (2n, k - 2), \) and \( (k - 1, 2k - 2), (k, 2k - 1), \ldots, (2n - k + 1, 2n) \). By induction hypothesis (a), the wavelength index \( n(n - k) + i + 1 \) is only occupied by the path \( \langle i, i + k \rangle \) for \( i = n, n + 1, \ldots, 2n - k \). Then, by the greedy selection strategy, \( GP(0, k - 1) = n(n - k + 1) + 1 \) and \( GP(2n - k + 2, 0) = n(n - k + 1) + n - k + 2 \), \( GP(1, k) = n(n - k + 1) + 2 \) and \( GP(2n - k + 3, 1) = n(n - k + 1) + n - k + 3 \), and so on. As the process goes to \( GP(k - 2, 2k - 3) = n(n - k + 1) + k - 1 \) and \( GP(2n, k - 2) = n(n - k + 1) + n \), each wavelength index between \( n(n - k + 1) + 1 \) and \( n(n - k + 1) + n - k + 1 \) is occupied by one path of length \( k - 1 \) and one path of length \( k \), and each wavelength index between \( n(n - k + 1) + n - k + 2 \) and \( n(n - k + 1) + n \) is occupied by two paths of length \( (k - 1) \). Consider the endpoints of these occupied paths. Let \( L^*(j) \) denote the set of idle bands on wavelength index \( j \) so far. We have

\[
L^*(n(n - k + 1) + i + 1) = \begin{cases} 
\{(n + k + i, i), (k + i - 1, n + i)\} & \text{if } 0 \leq i \leq n - k, \\
\{(n + k + i, i), (k + i - 1, n + i + 1)\} & \text{if } n - k + 1 \leq i \leq n - 1.
\end{cases}
\]  

(2)

Notice that the longest idle band in (2) is of length \( n - k + 2 \), which is less than \( k - 1 \) due to \( k \geq \left\lfloor \frac{n}{2} \right\rfloor + 2 \). Hence the remaining unassigned paths of length \( (k - 1) \) must receive wavelength index larger than \( n(n - k + 1) + n \). This implies that \( L_{k-1}(j) = L^*(j) \) for \( n(n - k + 1) + 1 \leq j \leq n(n - k + 1) + n \). Thus, condition (c) holds. Moreover, this forces us to have \( GP(k - 1, 2k - 2) = n(n - k + 1) + k \), \( GP(k, 2k - 1) = n(n - k + 1) + k + 1 \), and then up to \( GP(2n - k + 1, 2n) = n(n - k + 1) + 2n - k + 2 \). Then \( T_{k-1} = n(n - k + 1) + 2n - k + 2 = (n + 1)(n - k + 2) \), and thus (a) and (b) also hold. Hence the result follows by induction. 

Lemma 9. Let \( n > 0 \) be an even integer. We have
\[(a) \quad \text{GP}(i, \frac{n}{2} + i) = \text{GP}(\frac{n}{2} + i, n + i) = \text{GP}(\frac{3n}{2} + 1 + i, i) = \frac{n^2}{2} + 1 + i, \text{ for } i = 0, 1, \ldots, \frac{n}{2} - 1; \]
\[(b) \quad \text{GP}(n + i, \frac{3n}{2} + i) = \frac{n^2}{2} - \frac{n}{2} + i, \text{ for } i = 0, 1, \ldots, \frac{n}{2}; \]
\[(c) \quad \mathcal{L}_{\frac{n}{2}}(\frac{n^2}{2} + 1 + i) = \emptyset, \text{ for } i = 0, 1, \ldots, \frac{n}{2} - 1; \]
\[(d) \quad \mathcal{L}_{\frac{n}{2}}(\frac{n^2}{2} - \frac{n}{2} + i) = \{(i, \frac{n}{2} - 1 + i)\}, \text{ for } i = 0, 1, \ldots, \frac{n}{2}; \]
\[(e) \quad T_{\frac{n}{2}} = \left(\frac{n+1}{2}\right). \]

**Proof:** By Lemma 8(c)–(d), the idle bands on wavelength indices less than \(\frac{n^2}{2} - \frac{n}{2}\) after the \((\frac{n}{2} - 1)\)-path round are of length at most \(\frac{n}{2} - 1\), and each \(\mathcal{L}_{\frac{n}{2} - 1}(i)\) contains exactly one idle band of length \(\frac{n}{2}\) for \(\frac{n^2}{2} - \frac{n}{2} \leq i \leq \frac{n^2}{2}\). More precisely, for \(j = 0, 1, \ldots, \frac{n}{2}\),
\[
\mathcal{L}_{\frac{n}{2} + 1}(\frac{n^2}{2} - \frac{n}{2} + j) = \left\{(j, \frac{n}{2} + 1 + j), (n + j, \frac{3n}{2} + j)\right\}, \tag{3}
\]
Consider the wavelength index \(\frac{n^2}{2} + 1 + j\), where \(0 \leq j \leq \frac{n}{2} - 1\). By Lemma 8(a), only the edges of the path \(\langle n + j, \frac{3n}{2} + j + 1 \rangle\) use the wavelength index \(\frac{n^2}{2} + 1 + j\). Hence from the greedy selection strategy we have
\[
\text{GP}(i, \frac{n}{2} + i) = \text{GP}(\frac{3n}{2} + 1 + i, i) = \frac{n^2}{2} + 1 + i, \tag{4}
\]
for \(i = 0, 1, \ldots, \frac{n}{2} - 1\). Now, the wavelength index \(\frac{n^2}{2} + 1 + i\), \(0 \leq i \leq \frac{n}{2} - 1\), is free on edges of the path \(\langle \frac{n}{2} + i, n + i \rangle\). This implies
\[
\text{GP}(\frac{n}{2} + i, n + i) = \frac{n^2}{2} + 1 + i, \tag{5}
\]
for \(i = 0, 1, \ldots, \frac{n}{2} - 1\). So we derive (a) by combining (4) and (5), and then obtain (b) directly from (5).

Since each wavelength index \(\frac{n^2}{2} + 1 + i\), for \(0 \leq i \leq \frac{n}{2} - 1\), is occupied by three paths of length \(\frac{n}{2}\) and one path of length \(\frac{n}{2} + 1\), there is no idle bands on it after the \(\frac{n}{2}\)-path round, which implies (c). As the idle band \((n + j, \frac{3n}{2} + j)\) in (3) is filled with a path of length \(\frac{n}{2}\), we get (d). Finally, (e) is obtained from the assignment of wavelengths to the paths of length \(\frac{n}{2}\) in (a) and (b) as well as the fact that \(T_{\frac{n}{2} + 1} = \left(\frac{n+1}{2}\right)\) by Lemma 8. Then we complete the proof. \(\blacksquare\)

See Figure 3(c) for an example \((n = 5)\) of Lemma 9. A parallel result of Lemma 9 for the case odd is \(n\) is proposed below, where the proof is omitted due to the similarity between these two cases.

**Lemma 10.** Let \(n > 0\) be an odd integer. We have
Therefore, the 2 of them are of length $n_{1} \leq GP(b) = \text{total}$.

Lemma 8(c) leads to the following: is sufficient to consider the $(\text{Lemma } 8(d))$, in order to find all idle bands of length $h$, states that the associated wavelength indices are less than $n_{1}$ we only consider the even case. $(\text{Lemma } 9(e) \text{ and Lemma } 10(e))$, the maximal used wavelength index is $n_{1}$, i.e., $T_{a} = \left(\frac{n_{1} + 1}{2}\right)$.

Due to the greedy selection strategy, we only need to prove that for any pair of integers $h$ and $j$ with $1 \leq h \leq \left\lceil \frac{n_{1}}{2} \right\rceil - 1$ and $0 \leq j \leq 2n$, there exists exactly one wavelength index $k$ such that $(j, j + h) \in L_{\left\lceil \frac{n_{1}}{2} \right\rceil}(k)$ and $k \leq \left(\frac{n_{1} + 1}{2}\right)$. As the case $n$ is odd can be dealt with in the same way, we only consider the even case.

First, the assignment of wavelengths to the paths of length $\ell = n, n - 1, \ldots, \left\lceil \frac{n_{1}}{2} \right\rceil$, by Lemma 9(e) and Lemma 10(e), the maximal used wavelength index is $\left(\frac{n_{1} + 1}{2}\right)$, i.e., $T_{\left\lceil \frac{n_{1}}{2} \right\rceil} = \left(\frac{n_{1} + 1}{2}\right)$.

We are ready for the main result of this section.

**Theorem 11.** For any integer $n \geq 1$,

$$\Phi(C_{2n+1}) = \left(\frac{n + 1}{2}\right).$$

**Proof:** By Lemma 7 and Proposition 2, it suffices to show that the Algorithm 1 returns total = $\left(\frac{n + 1}{2}\right)$. After assigning wavelengths to the paths of length $\ell = n, n - 1, \ldots, \left\lceil \frac{n_{1}}{2} \right\rceil$, by Lemma 8(c) and Lemma 10(e), the maximal used wavelength index is $\left(\frac{n_{1} + 1}{2}\right)$, i.e., $T_{\left\lceil \frac{n_{1}}{2} \right\rceil} = \left(\frac{n_{1} + 1}{2}\right)$.

Due to the greedy selection strategy, we only need to prove that for any pair of integers $h$ and $j$ with $1 \leq h \leq \left\lceil \frac{n_{1}}{2} \right\rceil - 1$ and $0 \leq j \leq 2n$, there exists exactly one wavelength index $k$ such that $(j, j + h) \in L_{\left\lceil \frac{n_{1}}{2} \right\rceil}(k)$ and $k \leq \left(\frac{n_{1} + 1}{2}\right)$. As the case $n$ is odd can be dealt with in the same way, we only consider the even case.

First, the assignment of wavelengths to the paths of length $\frac{n_{1}}{2}$ shown in Lemma 9(a)–(b) states that the associated wavelength indices are less than $\frac{n_{1}^{2} - n_{1}}{2}$. Then $L_{\frac{n_{1}}{2}}(k) = L_{\frac{n_{1} + 1}{2}}(k)$ for $1 \leq k < \frac{n_{1}^{2} - n_{1}}{2}$. Next, by Lemma 8(c), the $\ell$-path round will produce $2n$ idle bands: $2n - \ell$ of them are of length $n - \ell$ and the others are of length $n - \ell + 1$. By the recursive relation in Lemma 8(d), in order to find all idle bands of length $h$, a fixed integer between $1$ and $\frac{n_{1}}{2} - 1$, it is sufficient to consider the $(n - h)$-path and $(n - h + 1)$-path rounds. Plugging $\ell = n - h$ into Lemma 8(c) leads to the following:

$$L_{n-h}(nh + i + 1)$$

$$= \begin{cases} 
\{(i - h, i), (n - h + i, n + i)\} & \text{if } 0 \leq i \leq h - 1, \\
\{(i - h, i), (n - h + i, n + i + 1)\} & \text{if } h \leq i \leq n - 1.
\end{cases}$$

Therefore, the $2n - (n - h) = n + h$ idle bands of length $h$ herein are

$$(j, j + h), \text{ for } -h \leq j \leq n - 1.$$
Similarly, by plugging $\ell = n - h + 1$ into Lemma 8(c), the $n - (n - h + 1) = h + 1$ idle bands of length $h$ produced from the $(n - h + 1)$-path round are

$$(j, j + h), \text{ for } n \leq j \leq 2n - h.$$ We find that for any pair of integers $h$ and $j$ with $1 \leq h \leq \frac{n}{2} - 1$ and $0 \leq j \leq 2n$, there is exactly one idle band $(j, j + h)$ on some wavelength $k \leq \binom{n+1}{2}$. Then the result follows by applying iteratively the greedy selection strategy.

One can conclude from the proof of Lemma 7 that, if there exists a path system $\mathcal{P}$ such that $\Phi(C_{2n+1}, \mathcal{P}) = \binom{n+1}{2}$, then $\mathcal{P}$ must consist of shortest paths. Combining this fact with Theorem 11 yields the following.

**Corollary 12.** If $\mathcal{P}$ is an ideal path system of $C_{2n+1}$, then $\mathcal{P}$ is perfect.

**IV. LENGTH FIRST PACKING ALGORITHM**

The optimal global packing for odd cycles is completely characterized by means of Algorithm 1, IP, in Section III. In order to handle general graphs, we extend IP to Algorithm 2, Length First Packing (LFP). The idea of LFP is to greedily assign the smallest free wavelength index to paths of $\mathcal{P}$ in the descending order of the path length. In contrast to IP, there is no additional ordering relation, instead a random selection is adopted among paths with the same length in the LFP scheme. Clearly, IP can be viewed as a special case of LFP when the objective, $\mathcal{P}$, is the (unique) shortest path system of an odd cycle.

In order to demonstrate the power of LFP, we apply it to two classes of networks in this section: chain networks and ring networks with random and quasi-random traffic loads.

**A. Chain networks**

A chain network (or a path) is another fundamental topology in the study of optical networks. Let $D_n$ denote a chain of $n$ nodes. The LFP algorithm can be used to provide an assignment which yields the global packing number of $D_n$, $\Phi(D_n)$.

**Theorem 13.** For any integer $n \geq 1$,

$$\Phi(D_n) = \left\lfloor \frac{n}{2} \right\rfloor \left\lceil \frac{n}{2} \right\rceil.$$
Algorithm 2: Length First Packing (LFP)

**input**: a path system, $\mathcal{P}$

**output**: the maximal visited wavelength index, $total$

1. initialization: $total = 0$, $\ell = \max_{P \in \mathcal{P}} ||P||$ and $U = \mathcal{P}$;
2. while $\ell > 0$ do
   3. for $P \in U$ do
      4. if $||P|| = \ell$ then
         5. $\omega(P) \leftarrow$ the least available wavelength index;
         6. $U \leftarrow U \setminus \{P\}$;
      7. end
   8. end
   9. update $total$;
10. $\ell \leftarrow \ell - 1$;
11. end
12. return $total$;

Proof: Let $\mathcal{P}$ be the unique path system of $D_n$, as there is only one path that connects any two fixed nodes. Since the middle-most edge of $D_n$ occurs on $\lfloor n/2 \rfloor \lceil n/2 \rceil$ paths in $\mathcal{P}$, we have

$$\Phi(D_n) \geq \lfloor n/2 \rfloor \lceil n/2 \rceil.$$  

For $\ell = 1, 2, \ldots, n-1$, let $\mathcal{P}_{\ell} \subset \mathcal{P}$ denote the collection of paths of length $\ell$. Obviously, $|\mathcal{P}_{\ell}| = n - \ell$. The LFP algorithm assigns wavelengths to the path in $\mathcal{P}_{n-1}$, the two paths in $\mathcal{P}_{n-2}$, the three paths in $\mathcal{P}_{n-3}$, and so on, in a greedy fashion. Notice that there is no addition constraint on the order of those paths which have the same length. Denote by $T_{\ell}$ the maximal visited wavelength index after the LFP algorithm finishes the wavelength assignment of the paths in $\mathcal{P}_{\ell}$. We claim that

$$T_{\ell} = \begin{cases} 
\sum_{i=\ell}^{n-1} (n - i) & \text{if } \ell \geq \lceil n/2 \rceil, \\
\left(\left\lfloor \frac{n}{2} \right\rfloor + 1 \right) + \sum_{i=\ell}^{\left\lfloor \frac{n}{2} \right\rfloor - 1} i & \text{if } \ell < \left\lfloor \frac{n}{2} \right\rfloor.
\end{cases}$$

(6)

We only consider the case $n$ is even, as the odd case can be dealt with in the same way. Let $n = 2m$, and denote by $e$ the middle-most edge on $D_n$. Since all paths of length $\ell \geq m$ contain
e, they must receive distinct wavelength indices. Then \( T_\ell = |P_{2m-1}| + |P_{2m-2}| + \cdots + |P_\ell| = 1 + 2 + \cdots + (2m - \ell) \). Now, assume (6) holds for \( \ell + 1 \), where \( \ell < m \), and consider the paths of length \( \ell \). In \( P_\ell \) there are exactly \( \ell \) paths which contain \( e \). For each of those paths in \( P_\ell \) which do not contain \( e \), it is not hard to see that there always exists at least one free wavelength index \( k \) with \( k \leq T_\ell + 1 \). Therefore, \( T_\ell = T_{\ell+1} + \ell \), and (6) follows by induction.

Hence \( \Phi(D_{2m}) = \binom{m+1}{2} + \binom{m}{2} = m^2 \), as desired.

Remark. Given a chain, one can easily find a greedy wavelength assignment on its path system which does not produce its global packing number. Take \( D_6 \) as an example. Let \( \{0, 1, 2, 3, 4, 5\} \) denote the node set, where \( a \) and \( b \) are adjacent if \( |a - b| = 1 \). The following global packing, \( \omega \), needs 10 wavelengths, while \( \Phi(D_6) = 9 \) due to Theorem 13.

\[
\begin{align*}
\omega(P_{\{1,2\}}) &= 1 \quad \rightarrow \quad \omega(P_{\{2,3\}}) = 1 \quad \rightarrow \quad \omega(P_{\{4,5\}}) = 1 \\
\rightarrow \quad \omega(P_{\{0,4\}}) &= 2 \quad \rightarrow \quad \omega(P_{\{0,5\}}) = 3 \quad \rightarrow \quad \omega(P_{\{0,2\}}) = 4 \\
\rightarrow \quad \omega(P_{\{3,1\}}) &= 1 \quad \rightarrow \quad \omega(P_{\{1,5\}}) = 5 \quad \rightarrow \quad \omega(P_{\{0,1\}}) = 1 \\
\rightarrow \quad \omega(P_{\{3,5\}}) &= 4 \quad \rightarrow \quad \omega(P_{\{1,4\}}) = 6 \quad \rightarrow \quad \omega(P_{\{0,3\}}) = 7 \\
\rightarrow \quad \omega(P_{\{1,3\}}) &= 8 \quad \rightarrow \quad \omega(P_{\{2,4\}}) = 9 \quad \rightarrow \quad \omega(P_{\{2,5\}}) = 10
\end{align*}
\]

This example states that the order of paths is the essential issue, if one tries to apply a greedy algorithm to derive the global packing numbers.

**B. Ring networks with more random traffic load**

We originally introduced the global packing number as the minimum number of wavelengths required to support simultaneous communication over a WDM network when the traffic load is uniformly defined as one request per node pair. Obviously, this traffic condition can be relaxed so that the global packing number corresponds to the minimal number of wavelengths required for a general given traffic load for the network. The LFP algorithm can be applied to these traffic scenarios.

First, we carry out a performance study of the LFP scheme on ring networks in comparison with the *Random Packing (RP)* scheme. The latter scheme loops through the wavelength set once starting with wavelength 1. For each wavelength, \( i \), there is an iterative loop which randomly selects an unassigned path and assigns to \( i \) if it does not cause any violation until no more paths can be assigned to \( i \).

We considered ring networks of node sizes \( n = 5, 10, 15, 20, 25, 30, 35, 40 \) and three kinds of traffic models defined as below:
•  *uniform*: each node pair has exactly one connection;
•  *full-random*: there are \( n^2 \) random connections;
•  *quasi-random*: based on the uniform model, there are \( n \) extra random connections.

In all three models, for any node pair a shortest path connecting the nodes is chosen. This choice is unique for odd cycles. In the case that \( n \) is even and the nodes are antipodal, the shortest path is chosen randomly among the two candidates. For full-random and quasi-random traffic types, 100 traffic models are instantiated for each type; and for each instantiated traffic model, a simulation run consists of 10,000 tests and the averaged required wavelength number is reported.

<table>
<thead>
<tr>
<th>( n )</th>
<th>( \Phi(C_n) )</th>
<th>LFP</th>
<th>RP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>3</td>
<td>3.47</td>
</tr>
<tr>
<td>10</td>
<td>13</td>
<td>29.69</td>
<td>33.05</td>
</tr>
<tr>
<td>15</td>
<td>28</td>
<td>53.11</td>
<td>58.42</td>
</tr>
<tr>
<td>20</td>
<td>51</td>
<td>82.27</td>
<td>90.28</td>
</tr>
<tr>
<td>25</td>
<td>78</td>
<td>118.08</td>
<td>129.29</td>
</tr>
<tr>
<td>30</td>
<td>113</td>
<td>160.31</td>
<td>174.77</td>
</tr>
<tr>
<td>35</td>
<td>153</td>
<td>209.02</td>
<td>227.20</td>
</tr>
</tbody>
</table>

**Table III**

*Global packing performance comparison among the optimal solution, LFP and RP schemes in uniform traffic model.*

Table III reports the global packing performance for the uniform traffic model. The columns indicate node sizes, exact values of \( \Phi(C_n) \) which are derived in Section II and Section III and the average number of required wavelengths by applying the LFP and RP schemes. Compare to \( \Phi(C_n) \), the simulation results indicate that the LFP scheme requires 3% to 6% additional wavelengths, and is better than the RP scheme, which requires an additional 13% to 16%.

Table IV lists the average number of wavelengths required by applying LFP and RP schemes to the full-random and quasi-random traffic models. In either case, the LFP scheme is obviously better than the RP scheme; the former uses less than 98% and 93% of the wavelengths that are required by the latter when \( n \geq 15 \) in the full-random and quasi-random scenarios, respectively.
TABLE IV
GLOBAL PACKING PERFORMANCE COMPARISON BETWEEN LFP AND RP SCHEMES IN FULL- AND QUASI-RANDOM TRAFFIC MODELS.

<table>
<thead>
<tr>
<th>n</th>
<th>full-random LFP</th>
<th>full-random RP</th>
<th>quasi-random LFP</th>
<th>quasi-random RP</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>10.43</td>
<td>10.48</td>
<td>5.81</td>
<td>5.90</td>
</tr>
<tr>
<td>10</td>
<td>34.49</td>
<td>35.06</td>
<td>17.85</td>
<td>18.61</td>
</tr>
<tr>
<td>15</td>
<td>71.14</td>
<td>72.67</td>
<td>35.43</td>
<td>38.01</td>
</tr>
<tr>
<td>20</td>
<td>120.94</td>
<td>124.12</td>
<td>60.55</td>
<td>64.83</td>
</tr>
<tr>
<td>25</td>
<td>183.55</td>
<td>188.51</td>
<td>90.77</td>
<td>97.91</td>
</tr>
<tr>
<td>30</td>
<td>258.91</td>
<td>266.59</td>
<td>128.23</td>
<td>138.18</td>
</tr>
<tr>
<td>35</td>
<td>347.23</td>
<td>357.52</td>
<td>171.62</td>
<td>184.96</td>
</tr>
<tr>
<td>40</td>
<td>448.05</td>
<td>462.06</td>
<td>223.26</td>
<td>240.13</td>
</tr>
</tbody>
</table>

V. CONCLUDING REMARKS

The global packing number is a newly defined index on a graph, motivated by the wavelength assignment problem in a WDM optical network. This paper focuses on a ring networks, which have underlying graphs defined by cycles. Based on graph packing method and a newly proposed greedy construction, IP algorithm, we completely characterize the global packing number of a cycle as well as its ideal path system. Furthermore, the LFP algorithm, which can be viewed as a general version of IP algorithm, has been applied to the chain networks and networks with random traffic loads. Simulation results show that the LFP scheme is more efficient than the random scheme in wavelength usage. Results obtained here point to several new directions for future research, for example, extending the concept of global packing number to networks that allow wavelength conversion.
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